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High-Performance Computing and the Cloud  

The essence of high-performance computing (HPC) is processing power. Whether implemented using traditional 

supercomputers or more modern compute clusters, HPC requires having lots of available computing resources. 

Windows HPC Server 2008 R2 lets organizations provide these resources. By letting machines be managed as a 

cluster, then providing tools for deploying and running HPC applications on that cluster, the product makes 

Windows a foundation for high-performance computing. A variety of organizations today use Windows HPC Server 

clusters running in their own data centers to solve a range of hard problems. 

But with the rise of cloud computing, the world of HPC is changing. Why not take advantage of the massive data 

ŎŜƴǘŜǊǎ ƴƻǿ ŀǾŀƛƭŀōƭŜ ƛƴ ǘƘŜ ŎƭƻǳŘΚ CƻǊ ŜȄŀƳǇƭŜΣ aƛŎǊƻǎƻŦǘΩǎ ²ƛƴŘƻǿǎ !ȊǳǊŜ ǇǊƻǾƛŘŜǎ ƻƴ-demand access to an 

abundance of virtual machines (VMs) and acres of cheap storage, letting you pay only for the resources you use. 

This is appealing for applications that need lots of processing power. 

The potential benefits for HPC are obvious. Rather than relying solely on your own on-premises computing 

resources, using the cloud gives you access to more compute power when you need it. For example, suppose your 

on-premises systems are sufficient for mostτbut not allτƻŦ ȅƻǳǊ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ǿƻǊƪƭƻŀŘǎΦ hǊ ǎǳǇǇƻǎŜ ƻƴŜ ƻŦ 

your HPC applications sometimes needs more processing power. Rather than buy more machines, you can instead 

rely on a cloud data center to provide extra computing resources on demand. Depending on the kinds of 

applications your organization runs, it might even be feasible to eventually move more and more of your HPC work 

into the cloud. This allows tilting HPC costs away from capital expense and toward operating expense, something 

ǘƘŀǘΩǎ ŀǘǘǊŀŎǘƛǾŜ ǘƻ Ƴŀƴȅ ƻǊƎŀƴƛȊŀǘƛƻƴǎΦ  

Yet relying solely on the cloud for HPC might not work for many organizations. The challenges include the 

following: 

 Like other applications, HPC applications (often called jobs) sometimes work on sensitive data. Legal, 

regulatory, or other limitations might make it impossible to store or process that data in the cloud. 

 A significant number of HPC jobs rely on applications provided by independent software vendors (ISVs). 

Because many of these ISVs have yet to make their applications available in the cloud, a significant number of 

It/ Ƨƻōǎ ŎŀƴΩǘ ǳǎŜ ŎƭƻǳŘ ǇƭŀǘŦƻǊƳǎ ǘƻŘŀȅΦ  

 Jobs that need lots of computing power often rely on large amounts of data. Moving all of that data to a cloud 

data center can be problematic. 

While the rise of cloud computing will surely have a big impact on the HPC world, the reality is that on-premises 

HPC computing ƛǎƴΩǘ going away. Instead, providing a way to combine the two approachesτon-premises and 

cloudτmakes sense. This is exactly what Microsoft has done with Windows HPC Server and Windows Azure, 

supporting all three possible combinations: applications that run entirely on-premises, applications that run 

entirely in the cloud, and applications that are spread across both.   

This paper describes how Windows HPC Server R2 Service Pack (SP) 2 and Windows Azure can work together. After 

a brief tutorial on each one, it walks through the options for combining them. The goal is to provide an 

architectural overview of what this technology is and why users of HPC applications should care. 



 

 

 4 

Technology Basics 

Understanding how Windows HPC Server and Windows Azure can be combined for high-performance computing 

requires understanding the basics of both technologies. This section walks through the fundamentals of each one, 

starting with Windows Azure. 

Windows Azure 
Windows Azure is a public cloud platform providing Internet-accessible computers running in Microsoft data 

centers. Its customers run applications and store data on these machines, paying Microsoft for the computing and 

storage resources they use. Figure 1 shows the core Windows Azure components. 

 

Figure 1: A Windows Azure data center runs applications and stores data. 

As the figure shows, every Windows Azure application runs on computers in a Windows Azure data center. Each of 

these applications runs in one or more instances, which are really VMs. For storage, Windows Azure provides three 

main options: 

 SQL Azure, a managed service for relational data based on SQL Server. 

 Tables, providing key-based ǎŎŀƭŀōƭŜ ǎǘƻǊŀƎŜ ŦƻǊ ǎƛƳǇƭŜ ǘȅǇŜŘ ŘŀǘŀΦ ό5ƻƴΩǘ ōŜ ŎƻƴŦǳǎŜŘτdespite its name, this 

ƻǇǘƛƻƴ ŘƻŜǎƴΩǘ ǇǊƻǾƛŘŜ ǊŜƭŀǘƛƻƴŀƭ ǎǘƻǊŀƎŜΦύ 

 Blobs, offering unstructured storage for binary data. 

Windows Azure also provides built-in management services, including things such as automatically deploying 

patches and other updates to the operating systems running in virtual and physical machines. 
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Whatever its purpose, a Windows Azure application is always implemented as one or more roles. Three role types 

are supported today: 

 Web roles, which are typically used for code that accepts HTTP requests via Internet Information Services (IIS). 

 Worker roles, providing a more general option that can be used for various kinds of processing.  

 VM roles, which allow a Windows Azure user to upload a VM image as a Windows Server 2008 R2 VHD, then 

have Windows Azure execute that image.  

Whatever roles an application uses, Windows Azure generally requires it to run at least two instances of each one. 

Depending on the work it needs to do, an application might run two, ten, or fifty instances of a role. Figure 2 

illustrates this idea. 

 

Figure 2: A Windows Azure application consists of some combination of role instances, each running as a 

separate virtual machine. 

In this example, the Windows Azure application is implemented using one Web role, one Worker role, and one VM 

roleΦ LǘΩǎ ŎǳǊǊŜƴǘƭȅ ǊǳƴƴƛƴƎ ǘǿƻ ƛƴǎǘŀƴŎŜǎ ƻŦ ŜŀŎƘ ǊƻƭŜΣ but changing this is straightforward. A developer or 

administrator can tell Windows Azure to increase or decrease the number of instances, or the application can do 

this itself. 

As the figure shows, Windows Azure typically assigns each instance in the application to a different computer. This 

helps make applications more fault-ǘƻƭŜǊŀƴǘΣ ǎƛƴŎŜ ŀ ǎƛƴƎƭŜ ƘŀǊŘǿŀǊŜ ŦŀƛƭǳǊŜ ǿƻƴΩǘ ǘŀƪŜ Řƻǿƴ ǘƘŜ ŜƴǘƛǊŜ 

application. The platform also monitors each running application. If an instance fails, Windows Azure starts a new 

instance of the same role wƛǘƘƛƴ ŀ ǎǇŜŎƛŦƛŜŘ ǘƛƳŜ ŘŜŦƛƴŜŘ ōȅ ǘƘŜ ǇƭŀǘŦƻǊƳΩǎ ǎŜǊǾƛŎŜ ƭŜǾŜƭ ŀƎǊŜŜƳŜƴǘ ό{[!ύΦ !ƴŘ 
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ōŜŎŀǳǎŜ ŜŀŎƘ ƛƴǎǘŀƴŎŜ Ƙŀǎ ƻƴŜ ƻǊ ƳƻǊŜ ŘŜŘƛŎŀǘŜŘ ǇǊƻŎŜǎǎŜǊ ŎƻǊŜǎΣ ŀƴ ŀǇǇƭƛŎŀǘƛƻƴΩǎ ǇŜǊŦƻǊƳŀƴŎŜ ƛǎ ǇǊŜŘƛŎǘŀōƭŜτit 

ŘƻŜǎƴΩǘ ǎƘŀǊŜ ǘƘƻǎŜ ŎƻǊŜǎ ǿƛǘƘ ƻǘƘŜǊ ŀǇǇƭƛŎŀǘƛƻƴǎΦ 

Each instance runs a version of Windows Server, and so the software it runs can be created using the .NET 

Framework and a language such as C#. Those applications can also be built using raw C++, however, or other 

technologies such as PHP and Java. And while Visual {ǘǳŘƛƻ ƛǎ ǘƻŘŀȅΩǎ Ƴƻǎǘ ŎƻƳƳƻƴƭȅ ǳǎŜŘ ǘƻƻƭ ŦƻǊ ŎǊŜŀǘƛƴƎ 

²ƛƴŘƻǿǎ !ȊǳǊŜ ŀǇǇƭƛŎŀǘƛƻƴǎΣ ƛǘΩǎ ƴƻǘ ǘƘŜ ƻƴƭȅ ŎƘƻƛŎŜτdevelopers are free to use whatever tools they like. 

IƻǿŜǾŜǊ ƛǘΩǎ ōǳƛƭǘΣ ŀ ²ƛƴŘƻǿǎ !ȊǳǊŜ ŀǇǇƭƛŎŀǘƛƻƴ Ŏŀƴ ŀŎŎŜǎǎ Řŀǘŀ ǎǘƻǊŜŘ ƛƴ any of the three services described 

earlier: SQL Azure, tables, and blobs. An application is also free to access on-premises data within an 

organizationτǘƘŜǊŜΩǎ ƴƻ ǊŜǉǳƛǊŜƳŜƴǘ ǘƘŀǘ ŀ ŎƭƻǳŘ ŀǇǇƭƛŎŀǘƛƻƴ ǳǎŜ ƻƴƭȅ Řŀǘŀ ǎǘƻǊŜŘ ƛƴ ǘƘŜ ŎƭƻǳŘΦ 

Making good decisions about using Windows Azure requires a basic ǳƴŘŜǊǎǘŀƴŘƛƴƎ Ƙƻǿ ƛǘΩǎ ǇǊƛŎŜŘΦ (For current 

prices and more detail, see here.) IŜǊŜΩǎ ŀ ǎǳƳƳŀǊȅ ƻŦ ǘƘŜ Ƴŀƛƴ ǘƘƛƴƎǎ ǘƻ ƪƴƻǿΥ 

 For compute, customers are charged per instance (i.e., per VM) per hour. The price varies based on the 

ƛƴǎǘŀƴŎŜΩǎ ǎƛȊŜΣ ǿƛǘƘ ƻǇǘƛƻƴǎ ǊŀƴƎƛƴƎ ŦǊƻƳ ƻƴŜ ǘƻ ŜƛƎƘǘ ŎƻǊŜǎΦ bƻǘŜ ǘƘŀǘ ǘƘƛǎ ŎƘŀǊƎŜ ƛǎƴΩǘ ǳǎŀƎŜ-based; an 

instance that sits unused for an hour will incur the same charge as an instance that spends an hour doing 

intensive calculations. 

 For storage, data kept in Windows Azure blobs and tables is charged per gigabyte per month. Customers also 

pay a small amount for operations on this data, such as reads and writes.  

 For bandwidth, customers pay for each gigabyte of data moved out of a Windows Azure datacenter. (Moving 

data into a Windows Azure datacenter is free.) TƘŜǊŜΩǎ ƴƻ ōŀƴŘǿƛŘǘƘ ŎƘŀǊƎŜ ŦƻǊ ²ƛƴŘƻǿǎ !ȊǳǊŜ applications 

that access blobs, tables, or SQL Azure data stored in the same datacenter, however.  

Cloud platforms offer a new approach to deploying, using, and paying for computing resources. With Windows 

Azure, Microsoft provides a way for Windows-oriented developers to embrace this new style of computing. 

Windows HPC Server 
The essence of high-performance computing is dividing an application into separate components, then running 

those components simultaneously on multiple machines. With Windows HPC Server, this means spreading the 

ŀǇǇƭƛŎŀǘƛƻƴΩǎ ƭƻƎƛŎ across multiple compute nodes, each a physical computer or VM running Windows. The 

application might run the same logic on every compute node, with each instance processing different data, or it 

might run different logic on different nodes. 

To assign the logic of a Windows HPC application to compute nodes, Windows HPC Server provides an HPC job 

scheduler. This scheduler runs on its own dedicated machine called a head node. Figure 3 shows how this looks. 

http://www.windowsazure.com/en-us/pricing/purchase-options/
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Figure 3: An HPC job scheduler running on a head node distributes the logic of a Windows HPC application across 

a group of compute nodes. 

As the figure shows, a user typically submits a Windows HPC job from a workstation to the head node. The HPC job 

ǎŎƘŜŘǳƭŜǊ ǇŀǊŎŜƭǎ ǘƘŜ ƧƻōΩǎ ƭƻƎƛŎ ŀŎǊƻǎǎ ǘƘŜ ŎƻƳǇǳǘŜ ƴƻŘŜǎ ǘƘŀǘ this application has access to.  

Traditionally, a computing cluster contained only on-premises servers. With Windows HPC Server today, however, 

a cluster can include any combination of three options: 

 Desktop workstations running Windows 7. 

 On-premises servers running either Windows HPC Server 2008 R2 or its predecessor, Windows HPC Server 

2008. These can be physical or virtual servers. 

 Windows Azure instances, including both Worker roles and VM roles. ό²Ŝō ǊƻƭŜǎ ŀǊŜƴΩǘ ǘȅǇƛŎŀƭƭȅ ǳǎŜŘ ǿƛǘƘ 

Windows HPC Server.) 

!ǎǎƛƎƴƛƴƎ ǿƻǊƪ ǘƻ ŎƻƳǇǳǘŜ ƴƻŘŜǎ ƛǎƴΩǘ ŀ ǎƛƳǇƭŜ ǘŀǎƪΣ ŀƴŘ ǎƻ ǘƘŜ HPC job scheduler is a sophisticated piece of 

software. Among other things, it runs applications based on their priority, allowing new high-priority jobs to jump 

to the head of the line. It also lets the user submitting a job specify what kind of resources the job needs, then 

places the job appropriately.  

Using this infrastructure, Windows HPC Server can run several kinds of applications. The options today include the 

following: 

 Applications where components running on different computers in the cluster interact with one another while 

the application is running. Because this interaction typically happens via a technology called the Message 
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Passing Interface (MPI), these are commonly known as MPI applications. Many scientific and technical 

problems can be addressed with MPI applications, including those that require simulating physical processes 

such as car crashes and nuclear reactions. 

 Applications where components running on different computers in the cluster do not interact with one 

ŀƴƻǘƘŜǊ ǿƘƛƭŜ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ƛǎ ǊǳƴƴƛƴƎΦ .ŜŎŀǳǎŜ ŀǇǇƭƛŎŀǘƛƻƴǎ ƭƛƪŜ ǘƘŜǎŜ ŀǊŜ ǎƻ Ŝŀǎȅ ǘƻ Ǌǳƴ ƛƴ ǇŀǊŀƭƭŜƭΣ ǘƘŜȅΩǊŜ 

referred to as embarrassingly parallel applications. This kind of application is especially common in financial 

services, addressing problems such as evaluating the risk of an investment portfolio. 

 Excel applications ǘƘŀǘ ƻŦŦƭƻŀŘ ŀ ǿƻǊƪōƻƻƪΩǎ ŎŀƭŎǳƭŀǘƛƻƴǎ ǘƻ ŀ ŎƭǳǎǘŜǊΣ ǎǇŜŜŘƛƴƎ ǳǇ ǿƻǊƪ ǘƘŀǘ ǿƻǳƭŘ ǘŀƪŜ ƳǳŎƘ 

longer to complete on a single machine. Excel workbooks are used for a wide range of problems, many of 

which perform time-consuming calculations that can benefit from running on a cluster. 

Much of what Windows HPC Server offers is focused on creating and running applications. Yet managing a cluster 

and the applications that run on it is also a non-trivial task. For example, an administrator must create the cluster, 

then determine things such as which compute nodes are available for each job. An application might have a 

specific set assigned to it, or it might be able to draw compute nodes from a generally available pool. To make life 

easier for cluster administrators, Windows HPC Server includes HPC Cluster Manager. Figure 4 shows an example 

of how this tool looks. 

 

Figure 4: HPC Cluster Manager lets a cluster administrator add nodes to a cluster, monitor and manage jobs 

running on the cluster, and much more. 






















