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High-Performance Computingnd the Cloud

The essence of higberformance computing (HPC) is processing power. Whether implemented using traditional
superomputers or more modern computelusters, HPC requires having lots of available computing resources.

Windows HPC Server 2008 R2 lets organizations provide these resources. By letting machines be managed as a
cluster, then providing tools for deploying and running Hipg@licationson tha cluster, the product makes

Windows a foundation for higherformance computingA variety oforganizationgoday use Windows HPC Server
clusters running in their own data centers to solve a range of hard problems.

But with the rise of cloud computing, ¢hworld of HPC is changing. Why not take advantage of the massive data
OSYiSNB y26 | GFLAtlLofS Ay (KS Of 2dzZRK Gdedndabdesstaii S a A ONER -
abundance ofirtual machines (VMs) and acres of cheap storage, letting ygwply for the resources you use.

This isappealingfor applications that need lots of processing power.

The potential benefits for HPC are obvious. Rather than relying solely on your eprermisescomputing

resourcesusing the cloud gives you accessrtore compute power when you need it. For example, suppose your
on-premisessystemsare sufficient for most butnotalt 2 ¥ @2 dzNJ 2NBF YAT F A2y Qa G2NJf 21 F
your HPC applications sometimes needs more processing power. Rather than buy nohieenayou can instead

rely on a cloud data center to provide extra computing resources on demand. Depending on the kinds of

applicationsyour organization runs, it might even be feasible to eventually move more and more of your HPC work

into the cloud. Tis allows tilting HPC costs away from capital expense and toward operating expense, something
GKFGQa FGdNI OQGAGS G2 Ylye 2NBIYyATFGAZ2Y&ad

Yet relying solely on the cloud for HR@ht notwork for manyorganizations. The challenges include the
following:

0 Lke other applications, HP@pplications (often calledobs sometimes work on sensitive data. Legal,
regulatory, or other limitations might make it impossible to store or process that data in the cloud.

0 A significant number of HPC jobs rely on applicatiprsvided by independent software vendors (ISVs).
Because many of these ISVs have yet to make their applications available in the cloud, a significant number of
It/ 2204 OlyQi dzasS Of2dzR LI I GF2N¥Ya G2RI&o

01 Jobs that need lots of computing power often relylarge amounts of data. Moving all of that data to a cloud
data center can be problematic.

While the rise of cloud computing will surely have a big impact on the HPC world, the reality is-firahtees
HPCcomputingA & gofdgiaway. Instead, providirgway to combine the two approache®n-premisesand

cloudr makes sense. This is exactly what Microsoft has done with Windows HPC Server and Windows Azure,
supporting all three possible combinations: applications that run entirelp@mises, applicationsat run

entirely in the cloud, and applications that are spread across both.

This paper describes how Windows HPC Serv&eRdce Pack (SPapad Windows Azure can work together. After
a brief tutorial on each one, it walks througfire options for comming them The goal is to provide an
architectural overview of what this technology is and wisgrs of HPC applicatioslould care.



Technology Basics

Understanding how Windows HPC Server and Windows Azure can be combined foetfitghnance computing
requires understanding the basics of both technologies. This section walks through the fundamentals of each one,
starting withWindows Azure

Windows Azure

Windows Azurés a public cloud platformroviding Internetaccessibleomputersrunning in Microsdfdata

centers. Itcustomers run applications and store data on these machines, paying Microsoft for the computing and
storage resources they use. FigursHowsthe core Windows Azure&eomponents
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Windows Azure Data Center

Figure 1 A Windows Azure data center ns applicationsand stores data

As the figure shows, every Windows Azure application runs on computers in a Windows Azure dat&eehter.
these applications runs in one or marestanceswhich are reallWMs For storage, Windows Azure providésde
mainoptions

0 SQL Azurea managed service for relational data based on SQL Server.

1 Tables providingkey-basedd O t 6t S a0 2N} 23S F2NJ aAiYidedHitelisdrddd RhisRI G © 6
2LI0A2Y R2Say Qi LINBOARS NBfFGAZ2YyFE aGd2N)l 3Sd0

0 Blobs offering urstructured storage for binary data.

Windows Azure also provides beilft management services, including things suchwtesmatically deploying
patches and other updates the operating systemeunning invirtual and physicaiachines



Whatever its purposga Windows Azure application is always implemented as one or rotae Three role types
are supported today:

0 Web roles, which aretypically used for code that accepts HTTP requests via Internet Information Services (lIS).
0 Worker roles, providinga more general option that can be used for various kinds of processing.

0 VM roles which allow a Windows Azureserto upload a VM image as a Windows Server 2008 R2 VHD, then
have Windows Azure execute that image.

Whatever roles an application usé&jndows Azurgyenerallyrequires it to run at least two instances of eamte.
Depending on thevork it needs todo, an application might run two, ten, ortfifinstances of a role. Figure 2
illustratesthis idea

Windows Azure Application

N
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Instance 2 Instance 2 VM Role
Instance 2

Worker Role
Web Role Instance 1 VM Role
_ Instance 1 Instance 1

Windows Azure Data Center

Figure 2 A Windows Azure applicationonsists of some combination able instances, each runningsa
separatevirtual machine.

In this example, the Windows Azure applicatiomiplemented using one Web rolene Worker role and one VM
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administrator can tell Windows Azure to increase ocr@@ase the number of instancesr the application can do

this itself.

As the figure shows, Windows Azuypicallyassigns each instan@e the applicatiorto a different compter. This

helps make applications more fatiit2 f SNI yG> aAyOS | aAy3atS KINRgFNB T Af dz\
application.The platformalso manitors each running applicatiotf. an instance faildVindows Azurestarts a new
instance of the same rolewii KAy | &aLISOAFTASR GAYS RSTAYSR o6& (GKS LIXFGF
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Each insince runs a version &¥indowsServer and so thesoftwareit runs can be created using the .NET

Frameworkanda languagesuch as C#Those applications can also be built using raw C++, however, or other

technologies such as PHP and Java. And while YislialzZRA 2 A& G2RI&8Qa Yzaid O2yyzyfeé d
2 AyR2ga !l dz2NB | LILX A Ol ( evelopets ate fre@ &0 usé dintevierkddls tRey tké. OK2 A OS
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earlier: SQL Azure, tables, and bloBa application is also free to accesspyamises data within an
organizatiomn § KSNBQa y2 NBIldZANBYSyid GKIFG F Of 2dzR F LILIX AOF GA2Y

Making good decisions abousing WindowsAzure requires basicddzy RS NR G I Y RA y A(Fokc@igentA (1 Q& LINXK (
prices and more detail, seezre)l SNBX Q& | adzYYINE 2F G(GKS YIAy GKAy3a G2 1)

0 For compute, customers are charged per instance (i.e., per VM) per hour. Thevarieebased on the
AyahalryoSQa aAl ST 4AGK 2LIA2ya NIy3IAy3d FNBedZaf S (G2 S
instance that sits unused for an hour will imcthe same charge as an instance that spends an hour doing
intensive calculations.

0 For storage, data kept in Windows Azure blobs and taislehargedper gigabyte per month. Customers also
paya small amount fooperations on this data, such as reads avrites.

0 For bandwidth, customers pdgr eachgigabyteof data moved out of a Windows Azure dataceni@loving
data into a Windows Azure datacenter is freec FNBE Q& y2 o6 YRGARGK &pplicaNddsS T2 NJ 2
that access blobs, tables, or SQurézdatastoredin the same d&acenter, however

Cloud platforms offer a new approach to deploying, using, and paying for computing resources. With Windows
Azure, Microsoft provides a way for Windowsented developers to embrace this new style of conipgt

Windows HPC Server

The essence of higherformance computing is dividing an application isgparatecomponents then running
thosecomponentssimultaneously on multiple machinédl/ith Windows HPC Server, this means spreading the

I LILIX A Ot (akrésy mudtiple€otplite Bodeseach ghysicakcomputeror VMrunning Windows The

application might run the same logic on every compute node, with each instance processing different data, or it
might run different logic on different nodes.

To assign theolic of a Windows HPC application to compute nodes, Windows HPC Server proiiSgb
scheduler This scheduler runs on its own dedicated machine calleebd node Figure 3hows how this looks.


http://www.windowsazure.com/en-us/pricing/purchase-options/

Windows HPC Application

Head Node

Windows HPC Windows Azure |
Server i

Compute Nodes

Figure3: An HPQob scheduler running on a headode distributes the logic of a Windows HPC application across
a group of compute nodes.

As the figure shows, a usspicallysubmits a Windows HHGb from a workstation to the head node. TiPCob
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Traditionally, a computing cluster contained onlymremises servers. With Windows HPC Server today, however,
a cluster can include any combination of three options

01 Desktop workstations running Windows 7.

0 Onpremisesservers running either Windows HPC Server 2008 R2 or its predecessor, Windows HPC Server
2008. These can be physical or virtual servers.

o Windows Azurenstances including both Worker roles and VM roleés2 S6 NRf Sa | NBy Qi G & LI (
Windows HPC $eer.)
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software. Among other things, itnsapplicationsbased on their priority, allowing new higiriority jobs to jump

to the head of the linelt also lets the user submitting a job specify what kind of resources the job needs, then

placesthe job appropriately.

Using this infrastructuré)Vindows HPC Servean runseveral kinds of applicationghe options today include the
following:

0 Applicatons where components running on different computers in the cluster interact with one another while
the application is running. Because this interaction typically happens via a technology called the Message



Passing Interface (MPI), these are commonly knasnMPI applications Many scientific and technical
problems can be addressed with MPI applicatidnsjudingthose that require simulating physical processes
such as car crashes and nuclear reactions.

Applications where components running on differentnquuters in the clusterdo not interact with one
FY20KSN) 6KAES GKS FLIWIX AOFGA2Y A& NHzyyAy3ad . SOFdzaS | LI
referred to asembarrassingly parallel application$his kind of application is especiallynomon in financial

services, addressing problems such as evaluating the risk of an investment portfolio.

Excel applicationd K & 2FFf 21 R I 62N] 06221Qa& OIFftOdzA GdA2ya G2 I C
longer to complete on a single machir&cel workbooks are used for a wide range of problemmsny of
which performtime-consumingcalculations that can benefit from running on a cluster.

Much of what Windows HPC Server offers is focused on creating and running applications. Yet mariagiag a
and the applications that run on it is also a Awivial task. For example, an administrator must create the cluster,
then determine things such as which compute nodes are available for each job. An application might have a
specific set assigned it, or it might be able to draw compute nodes from a generally available pool. To make life
easier for cluster administrators, Windows HPC Server incH&3 Cluster Managefigure 4hows an example

of how this tool looks.

Figure4: HPC Clustavlanager lets a cluster administrator add nodes to a cluster, monitor and manage jobs
running on the cluster, and much more.

































